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Subsalt Imaging 
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Clapp (2005) 
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Forward modeling operator 

modeled data field data 

Image model 
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What is least-squares migration (LSM) ? 

Obtain the best image by minimizing the difference between the modeled data 
and the field data 
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Migration operator 

=   

  Adjoint of the Forward modeling 
operator 
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Each LSM is associated with a type of migration 



model 

modeling 

gradient 

•  Iterative inversion by conjugate gradient 
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migration 
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LSM Workflow 

field data 

synthetic data 

data residual 

dmod - d 
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RTM LSRTM 

Model  

1.  Better relative amplitude information 
2.  Fewer migration artifacts 
3.  Less acquisition footprints  



Comparison of RTM and LSRTM 
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RTM 

Wong et al. (2011) 
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Clapp (2005) 

Migration 
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Clapp et al. (2005) 

LSM with 
regularization 
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The issue with background data 

  Applying LSM in regions like Gulf of Mexico 
  Sharp velocity contrast 
  Background data term needs to be subtracted from observed 

data 
  Affects LSM result, especially for deep reflectors 
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LSM Parameterization 
Linearizing the wave equation with respect to model m 
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migration slowness true slowness 

slowness perturbation model 



Forward modeling in LSM 
The forward modeling operator is linearized with respect to  
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Linearized forward modeling operator 

Synthetic data 

Background data 



LSM objective function 
The forward modeling operator is linearized with respect to  
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Linearized forward modeling operator 

Observed data 

Background data 

Synthetic data 



LSM objective function 
The forward modeling operator is linearized with respect to  
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Linearized forward modeling operator 

Perturbed data 

Observed data 

Background data 

Synthetic data 
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Direct arrival 
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Test 1: LSRTM ignoring background data  

shallow  
deep 
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Test 1: LSRTM ignoring background data  

shallow  
deep 
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Let use the correct objective funtion 
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Test 2 – Subtract background data with varying 
degree of accuracy 
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Test 2B : Smoothed salt 

Test 2A : Perfect salt 

x(m) 



t(s) 

Input for inversion: perturbed data 
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Comparing between two LSRTM 
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Perfect salt 
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Comparing between two LSRTM 
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Comparing between two LSRTM 
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Comparing between two LSRTM 
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Convergence curve 
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Test 2b (perturb data, imperfect salt) 

Test 2a (perturb data, perfect salt) 
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Test 2: subtract background data 
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Test 1: ignore background data 
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Data residual squared for the smoothed salt test 
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Test 2: subtract background data Test 1: ignore background data 

x (m) x (m) 

31 

Remains because 
of smoothed salt 

Data residual squared for the smoothed salt test 



Summary 
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  When the background data is significant 
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Challenges when applying to field dataset 
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  Applying this to field dataset is non-trivial 
  the background data is just an approximation 

  Perhaps LSM in the image space can handle this problem better  



LSRTM with salt dimming 
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data weighting function that down-weights the salt 
reflection energy. 

  Get the most out of as few iterations as possible while 
addressing the background data problem 



Calculating 
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LSRTM result with and without salt dimming 
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Test 1 : ignore background 

Test 3: salt dimming 
using observed data 
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Test 1 : ignore background 

Test 3: salt dimming 

LSRTM result with and without salt dimming 
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Test 1 : ignore background 

Test 3: salt dimming 

LSRTM result with and without salt dimming 
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Test 2a (perturb data, smoothed salt) 

Test 1 (ignore background) 

Test 2a (perturb data, perfect salt) 

Test 3 (salt dimming) 
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Conclusion 

  Subtracting the background data in LSM is important but non-
trivial to apply on field datasets 

  Salt-dimming is a viable solution to address this issue 
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Some successful examples 
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