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Summary

We cast the problem of seismic event tracking between two picks as a global path optimization problem.  The method is analogous to the eikonal traveltime minimization using the eikonal equation.  The method is well-suited to tracking salt reflections, which are often multi-valued and highly variable in amplitude.
Introduction

Before the recent explosion in inexpensive cluster computing, CPU time was the bottleneck in 3D subsalt depth imaging projects.   Today, however, velocity model building, and particularly salt interpretation, may require more clock time than the migrations.  Since the salt interpretation’s accuracy strongly affects subsalt image quality, improved interpretation tools could reduce turnaround time and improve the quality of subsalt interpretations.
The “standard” subsalt depth imaging process requires an interpreter to autotrack the top of salt and base of salt at least once.  The interpreted horizons must accurately represent the salt body’s geometry and must be spatially continuous over the salt body (no “holes”). Figure 1 illustrates a couple common situations that would cause many common autotrackers to produce a holey or inaccurate result.
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Figure 1: Two top salt examples which could trouble local pickers.  Left: disappearing top salt.  Right: strong positive-polarity events interfere with top salt reflection.


 Hale and Emanuel (2003) summarize the shortcoming of current picking technology: “Most…methods work by solving a sequence of local optimization problems…[looking] for adjacent samples that are most similar…While some implementations may be more robust than others, event tracking algorithms share a common flaw.  They are near-sighted.  They make locally optimal choices, like a novice chess player that can see only one or two moves ahead.”  These authors use global image segmentation to partition an image into contiguous geologic “blocks”.  Lomask et al. (2004) apply a similar technique to automatically pick top and base of salt in 3D.  While their truly global nature is appealing, segmentation techniques tend to have trouble with discontinuous events so common in salt imaging (Figure 1).
For salt interpretation, the “ideal” autotracker would:
· track using a global measure of optimality,
· intelligently traverse “holes” in the salt events,
· and naturally track multi-valued salt boundaries.
In this abstract, we present an event tracking algorithm which fulfills all three goals.

Our method is motivated by a basic seismic imaging concept, Fermat’s principle, which states that first arrivals take a path between two points that minimizes total traveltime.  We convert a seismic image to a “pseudo-velocity” and solve the associated eikonal equation to compute the globally optimal path between an interpreter’s two seed picks.  Intuitively, the seismic events act as “wave guides”.  
When faced with discontinuities or fast spatial variations in image amplitude, our method tracks a simple path, and in the limit of zero amplitude, tracks a straight line.  In the absence of local reflector information, our tracker is still guided between seed picks.  Our method places no restrictions on the geometry of the optimal path between seed picks.   It can be a multi-valued function of depth, just as a ray can bend arbitrarily, as governed by the local velocity.
In this paper we present an initial implementation of our methodology, using seismic amplitude (rather than local correlation or another attribute) as the pseudo-velocity.  
 Method
Given an interval velocity cube, the Fermat ray between two points is defined as the path with minimum total traveltime.  If we use an eikonal solver to compute a ray path l(x) between two points 
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achieves the global minimum value on the ray path.  
Now imagine that we convert a seismic image to a “pseudo-velocity”.  The simplest method is to add a positive value to the data such that the pseudo-velocity is everywhere positive.  Other choices are possible.  However, a single guiding principle drives any potential choice: the pseudo-velocity must be relatively high inside the peak of the event being tracked, small elsewhere.

Assume that x0 and x1 are seed picks on an event and that v(x) is a valid pseudo-velocity.  Then the “traveltime” produced by equation (1) will also be minimum along the path l(x).  With respect to tracking, this brings up two important questions:

· How to define a “ray” through a seismic image?

· Does the ray track the event?

To be clear, we do not trace rays with a conventional two-point raytracer, which would likely fail given a rough pseudo-velocity computed from a real seismic image, and moreover, does not generally find a globally optimal path.

To compute the minimum-traveltime path between two picks, we employ the method of Matsuoka and Ezaka (1992).  We can summarize the method as follows.  Assume that the traveltime from x0 to x1 is t.  For all points xk on the minimum traveltime path, if the traveltime from x0 to xk is , then the traveltime from x1 to xk is t - .  Therefore, if we compute eikonal traveltime fields over all x with sources at x0 and x1, respectively, the sum of these traveltime fields is minimum for all points on the path.  
In principle, we could use Vidale’s (1988) method of raytracing, which marches backward from x1 along the local gradient of the traveltime to x0.  This would require a local polynomial fit to the traveltime, followed by evaluation of the gradient.  While this technique may yield some performance advantages, it may also tend to “jitter” locally, unlike Matsuoka and Ezaka’s approach.
We compute eikonal “traveltime fields” with the Fast Marching method (Sethian and Popovici, 1999), using code written by Rickett and Fomel (1999).  Figure 2 illustrates the process on a real base salt example.  In the bottom panel, notice how the obvious stationary path corresponds to the actual event.  In theory, the stationary path can have an arbitrary topology in 3D, including multi-valued horizons.  We can see this by simply turning the bottom panel of Figure 2 on its side.
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Figure 2:  Best viewed on electronic version of paper. Traveltime contours overlaying base salt reflection with two picks.  Top: Source at pick 0.  Middle: Source at pick 1.  Bottom: Sum of source 0 and source 1 traveltimes.


While we can observe the obvious stationary path on the bottom panel of Figure 2, it is another matter to extract the path automatically.  The most primitive option, which we implemented, is to search locally in depth at each horizontal grid point between the picks; this assumes a single-valued horizon.  The astute observer will note that local search techniques somewhat undermine the global nature of the algorithm.  However, the “objective function” on which we locally search is a global measure of the optimal path all the way from x0  to x1.  
Now that we have addressed the definition of a “ray”, we can address the second, more important, question: “Does the ray track the event?”  The quality of the pseudo-velocity governs the quality of the track.  Here we summarize the characteristics of the ideal pseudo-velocity:
· High-contrast: In the neighborhood of the desired event, the pseudo-velocity should be high on the event peak, small elsewhere.  The traveltime calculation may prefer to “jump” out of the peak of weak events to stronger events. In this case a spatially-variant thresholding operation and/or the use of a local correlation attribute may be warranted.
· Well-sampled: Even if the desired event has high contrast (i.e., top salt), spatial aliasing may cause the traveltime calculation to jump off the peak.

· Zero-phase: If the input data have nonzero phase, or interference that mimics nonzero phase, the traveltime calculation may again tend to jump out of the desired event.  On the bottom panel of Figure 2, this phenomenon causes a local “flat spot” in the sum of traveltimes above the true base salt.  
If the pseudo-velocity satisfies these idealized conditions, our method will follow complex seismic events between two seed picks.  However, one of our method’s major strengths becomes apparent when these conditions are not satisfied.  When an event disappears, as in Figure 1, our method will traverse the blank zone in a straight line, because it takes the shortest traveltime path toward the next seed pick.  Conventional trackers might stop or jump around wildly.  Neither option is acceptable for velocity model building.
We feel that our method offers considerable advantages for the interpreter, as well.  When the interpreter makes two seed picks, our tracker sometimes loses the desired event.  Other tracking algorithms may require the interpreter to erase bad autopicks, and then add more seed picks.  With our method, the interpreter simply adds more seed picks until the tracker follows the desired event, potentially saving many mouse clicks per line picked.
Our 3D Implementation
The basic method described above computes an arbitrary 1D curve (function of a single path variable) through a 2D or 3D space.  For reasons of convenience, we apply the basic method on arbitrary 2D seismic slices.  To extend our method to 3D, we subdivide the problem using Delaunay triangulation (Shewchuk’s (1996) 2D Triangle) as follows:
· Delaunay triangulate input seed picks

· Loop over all triangles:
· Track along triangle edges

· Treat triangle edges as seed picks, tracking both inlines and crosslines inside each triangle

· QC the difference between inline and crossline tracked horizons 
While our 3D algorithm is not unique, it is advantageous because it implies an efficient updating scheme.  When the interpreter adds new seed picks, we re-run the Delaunay triangulation (at a trivial cost), find the new triangles, and only re-track the new triangles.  The number of unique Delaunay triangles is often far less than the initial total number of triangles.
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Figure 3: Map view of steps in our 3D picking process.  Left: Convex hull skeleton obtained by picking along Delaunay edges.  Center: Infill of all triangles.  Right: Final result obtained by trimming “bad” triangles.


Because our implementation is limited to single-valued horizons only by our interpretation software, definition of a horizon’s outer boundary remains a challenge.  Delaunay triangulation bounds the set of picks with a “convex hull”, even if the true horizon has concavities.  A usual symptom of a “bad” triangle is one with a relatively large area or relatively long edges.  We show one trimmed result in the right panel of Figure 3. 
Examples
We tested our tracking technique by picking a small (400x100) top salt example with our method and with the autotracker from a commercial interpretation package (henceforth called “competitor”).  We picked every 25th inline and every 40th crossline and let the respective autotrackers fill the remaining points.

In Figure 4 we display a comparison of autopicking results on a diagonal traverse through the study area.  Our method’s horizon has no holes, and does not jump wildly in regions with low coherency.  The competitor tracks fairly accurately, but close observation reveals many local “busts” and holes.  Circles outline these problem spots.
While an objective, direct comparison is nearly impossible, we note that the competitor required more seed picks to follow the top salt along a given inline or crossline, especially in rugose regions.  It also required us to “erase” picks at times, which is tedious.  In general, region-growing techniques like the competitor are more difficult to update or erase than our Delaunay triangulation approach.
We conclude that our prototype implementation generally is faster and easier to use than the competitor and produces results that are superior for velocity model building.
Discussion/Conclusions
We cast the seismic tracking problem as a global path optimization problem between two seed picks, by defining seismic amplitude as a “pseudo-velocity” and finding the path with minimum “traveltime”.  Our approach is insensitive to the problems which make many industry autotrackers unsuitable for PreSDM salt interpretation, like undesired behavior at event discontinuities, an inability to “see” globally between two seed picks, and an intrinsic inability to track multi-valued horizons.

We presented an initial implementation, but we see much room for improvement, both theoretical and practical.  Most obviously, local correlation should factor into computation of the pseudo-velocity, not just event amplitude.  In finding the minimum traveltime path between seed picks, we used a simple local search that was not amenable to multi-valued horizons; this limitation could easily be removed.  We plan to research extensions to the basic theory that would allow 3D surfaces to be tracked automatically, overcoming the two-step approach of first interpreting inlines and crosslines, followed by the Delaunay 3D infill.  
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Figure 4:  Best viewed on electronic version of paper.  Seismic extracted along diagonal traverse, overlain with automatic picks.    Top: Our method; Bottom: Competitor method.  Places where the competitor has “holes” or jumps wildly are circled.
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