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Analysis of the damping factor in phase-shift migration

Daniel Rosales

ABSTRACT

Cosmetic processes, the use of different parameters in standard seismic data processing in
order to improve the appearance of the data, are generally not considered in the mathemat-
ical formulation of migration algorithms, even though they are physically and mathemat-
ically related to the wave propagation process. The inclusion of causality and visgosity
in phase-shift migration as a damping factor will take care of these “superficial” features
and numerical instability due to evanescent energy.

INTRODUCTION

Phase shift migration uses the dispersion relation of the scalar wave equation (Gazdag, 1978)
in order to perform wavefield downward continuation. This relation presents computational
implementation problems when facing evanescent waves due to negative number in the square
root. The solution is to redefine the Fourier kernel for the downward continuation by adding

a damping factore, (Claerbout, 1999a). However, this redefinition faces stability problems
related to the choice ef.

Concepts like causality (Claerbout, 1999b) and viscosity (van Trier and Symes, 1990;
Claerbout, 1995) can be incorporated in the redefinition of the Fourier kernel in order to per-
form phase shift migration. This modification does not discard the evanescent energy in the
computational implementation of phase shift migration; it is steady with respect to the damp-
ing factor, and it incorporatesosmetideatures to the final image.

This work presents a review of the theory for the damping factor in the dispersion relation.
Numerical examples show how the omission of causality and viscosity in the redefinition of
the dispersion relation translates into a loss of high frequency information in the final migra-
tion result. Finally, I will show examples with the redefinition of the dispersion relation that
incorporates causality and viscosity in phase-shift migration.

THEORY REVIEW

Migration is the process of downward continuation of the wavefield plus the application of
the imaging conditiont(= 0). The downward continuation process can be achieved in the
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Fourier domain (Stolt, 1978; Gazdag, 1978). The phase-shift method extrapolates the wave-
field downwards with expk,z), where thedispersion relation of the scalar wave equation
definesk;, (Claerbout, 1985):

2
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The use of (1) for calculatink, obscures two aspects of it: first, which of the two square roots
is intended, and second, what happens wien %2 (evanescent waves). Claerbout (1999a)
emphasizes the fact that for coding and theoretical work it is necessary to keforeboth
positive and negative, and for allk, values.

The inclusion of the damping factor can solve the ambiguity inktheelection. This
damping is traditionally included as a cutoff frequency; Claerbout (1999a) defines a function
R =ik;(w,ky) that includes this cutoff frequency as:

R = ik, = V(—iw+e€)2+ (vke)2. 2)

This function (2) has a positive real part (Figure 1), which implies that we can extrapolate
waves safely withetRZ However, since the damping factor has been included as a cutoff
frequency we can lose frequency information with an inappropriate choice of

Im

Figure 1: Function (2) for aa=0.1.
(Claerbout, 1999a) daniell-fradan
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A theoretical redefinition oR = ik; that incorporates causality and viscosity concepts will
not only solve for the ambiguity of thie selection but also preserve the frequency content of
our original data.

Redefining R

The principle of causality: no response before a stimulus, is not considered i dkéni-
tion [equation (2)]. The omission of causality translates into improper behavior of the high

frequencies. In order to include causality into the definitiorRpfet s = —i @ be the causal,
positive, discrete representation of the differentiation operator,
.. 21-pZ
s=—ip=—_F 3)

O Atl4pZ]
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which is simplified by writtings = —iw + €. Claerbout (1985) proposes the use of the follow-
ing Muir recursion starting fronRy = s:

XZ

=S : 4

Rnt1 +S+FZn (4)
This recursion produces a continuous fraction. Studying the limi fer co we obtain:
X2
= S+ ,
Rec S+ Ry
Ro(S+Rx) = S°+X?+5sR,,

R, = s+X%

R = +/s2+X2 (5)

If we let X2 = v2k2 in equation (5) therR is +ik,v. The retarded time expression efR:
[equation (6)] will downward continue, in time, the data for phase-shift migration.

e Rl =g (R9Tgst, (6)

The following change of variables:

R=R-s (7)
transforms the Muir recursion (4) into:
vzkf
= . 8
Rota 25+ R, ®

Again, taking the limit fom — oo in this recursion we will obtain
R.-(2s+R) = 1%k
R.°+2sR —vk2 = 0 (9)

This quadratic expression yields to two square roots¥or

R = —s+,/s2+v2k2, 10
X

We need to select the one that is able to handle the evanescent iegithg square root that
goes to zero dtx = 0, which corresponds to the positive square root.

R = —s+,/s?+v%k2, (11)

multiplying numerator and denominator by ,/s? + v2k2, equation (11) transforms into:

2|2
R= ———X (12)

/oA +s
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| already showed that the real part,;éfs2 +v2kZ is positive (Figure 1); therefor®’, as defined
in equation (12), also has a positive real part.

Finally, we downward continue the data in the Fourier domain by multiplying by:

e Rigioj (13)

Expression (13) incorporates the causality and viscosity concepts in phase shift migration,
controls the evanescent energy and will not allow discontinuity between evanescent and non-
evanescent regions.

Controlling the angle

It is possible to perform a dip filter with our phase-shift migration algorithm; because we
calculateR’ with the Muir recursion (4,8), we can use the recursion starting Ritk- ros, in
order to have control on the desire dip.

Ro=s(ro—1), (14)

whererg defines the cosine of the angle that starts the Muir recurrence, oftend®; fol-
lowing the recursion (8) we find

v2K2
e X 15
17 s(1+rg) (15)
and subsequently:
v2K?
25+ STrrg)

The expressions (14), (15), and (16) are the relations f6r 4%, and 45 dip migration in
the Fourier-domain, respectively.

NUMERICAL EXAMPLES

Figure 2 shows from left to right: a two-spike synthetic model, modeling with equations (1)
and (2). It is possible to observe the decay of amplitude (energy) with respect to time when
we include the damping factog)in our modeling equation. The same effect is observable in
Figure 3, which shows the migration results using the results of Figure 2.

The energy decay is a function of the damping factdr Figure 4 presents experimental
results of the energy variability with respectdo The experiment consists of modeling and
migration of the two-spike model with equation (2) for different values .oftach sample
in the plot (Figure 4) represents the energy of each modeling-migration reseltrémging
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Figure 2: Modeling Comparison. From left to right: synthetic model; modeling wita
\/ ‘;’—5 — kiZ; modeling withR = ik, = v/(—iw+€)2+ vke? [daniell-compar_[I[ER]

Figure 3: Modeling-Migration Comparison. From left to right: synthetic model; results with
ky = /“;—5 — kiZ; results withR = ik, = v/(—iw+€)2+ vke? [daniell-modmig_i[ER]

Figure 4: Energy decay with re-
spect to the damping factore
| daniell-energ}{ER]
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between 0.002 and 0.04 every 0.002. It is possible to observe that the energy decays exponen-
tially with respect to the damping factor; this decrease is due to the omission of causality in
the redefinition ofk,.

For comparison, Figure 5 shows three results of the experimental procedure described
before. It is possible to observe that the bigger the damping factor, the less energy is present
in the final result.

Figure 5: Three different values effor the original model, right witke = 0.00312, center
e =0.008, lefte = 0.04/daniel1-threeeER]

The newR

Including causality and viscosity in the definition Bf= ik, (equation 12) it is possible to
preserve the energy content for any arbitramalue.

Figure 7 presents the modeling-migration results, using the model of synthetic data set
in Figure 6, with equations (2) and (12) for two different values ofFigure 8 shows the
respective frequency spectrum.

We can assure the stability of tHe definition presented in equation (12) based on the
results of Figures 7 and 8; besides, tRiglefinition is valid for all values of» andk.

We also perform the phase-shift migration over a real data set, we present the results on
Figures 9 and 10. These results show a comparison between phase-shift migration without
considering the damping factoR[definition in equation (1)] and considering the damping
factor [R definition in equation (12)].

The image that we obtain with the damping factor is much cleaner than the image without
the damping factor; therefore, the events definition and the faults are more clear.

Angle results

In the previous section we discussed the possibility of controling the aperture angle in phase-
shift migration. Here, we present some synthetic results that show how we can control the
angle using the expressions in (15), (16), (12).
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Figure 6: Synthetic data setaniell-mod3[ER]

Figure 11 shows the impulse response for the expressions (15), (16), (12). Observe how
we limit the aperture angle response with the three different expressions.

CONCLUSIONS

We present a stable definition Bf= ik, that includes the causality and viscosity concepts in
phase-shift migration; moreover, this expression is valid for any valueasfdky.

We implemented the damping factom the R definition, equation (12), such that there is
no loss of high frequency information. This redefinition also presents the possibility of having
different damping factors in order to improve even more the quality of the final image.

The fact that we use Muir recursion to develop a std®léefinition lets us have control
over the migration angle just as wavefield migration does.
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Figure 7: Comparison between modeling-migration using model on Figure 6 Rsitegini-
tion as in equation (2), left, and equation (12), right. The top figures have a damping factor
€ =5, the bottom figures have a damping factot ef 15\ daniell-mod3_com\r[ER]
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Figure 8: Comparison between the frequency spectrum of the modeling-migration results on
Figure 7. The top figures have a damping faetet 5, the bottom figures have a damping
factor ofe = 15/ daniell-mod3_fre([ER]
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Figure 9: Data Comparison. Left the migration result without considering damping. Right the

migration result using the neR with ¢ = 5|daniel1-out1[ER,M]
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Figure 10: Data Comparison. Left the migration result without considering damping. Right

the migration result using the nelRwith ¢ = 15|daniell-out2[ER,M]
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Figure 11: Angle control; the impulse responses correspond to, (a), (b), (c), and (d) corre-
sponds to the the 2545, 90°, and the response from the double square root equation (1),
respectively| daniel1l-compaf{ER]




SEP-108 Damping 13

Gazdag, J., 1978, Wave equation migration with the phase-shift method: Geophgsius,
7,1342-1351.

Stolt, R. H., 1978, Migration by Fourier transform: Geophys&3,no. 1, 23—-48.

van Trier, J., and Symes, W. W., 1990, Upwind finite difference calculation of traveltimes:
SEP-65, 41-58.



14

SEP-108



