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Near-surface velocity estimation
and layer replacement

Dimitri Bevc1

ABSTRACT

In this paper I describe progress towards developing a method of inverting for com-
plex near-surface velocity structure by combining two inversion techniques in a two-step
method. The first step is based on the qualitative observation that trace power calculated
from seismic data and plotted in midpoint-offset coordinates results in distinctive trajec-
tories which depend on the position and depth of near-surface velocity anomalies. By
summing along these trajectories it is possible to create an image which positions the
anomalies in terms of lateral position and depth. In the second step, this image will be
input to a wavefield extrapolation inversion routine as a preliminary velocity model. Once
the velocity structure is estimated, the seismic data can be numerically propagated through
it to remove distortions caused by focusing and kinematics effects. I present examples
of downward continuing synthetic data through near-surface velocity models using both
Kirchhoff and finite-difference wavefield extrapolation methods.

INTRODUCTION

In many areas, the quality of seismic data and the utility of its interpretation are adversely
affected by propagation through complex near-surface geology. The propagation produces
focusing, kinematic, and amplitude effects that adversely affect lithological and structural in-
terpretation. Many oil and gas reservoirs are difficult to characterize and delineate properly
because of this distortion. The objective of the method described here is to accurately estimate
near-surface velocity and allow distortions to be removed from seismic data. In many oil pro-
ducing regions of the world, such as in the Mississippi Delta, significant near-surface velocity
anomalies distort seismic data. These distortions cause amplitude and focusing effects that
convey false structural and lithologic information. For example, kinematic effects can distort
structure, and focusing effects can alter amplitude versus offset (AVO) effects. These problems
cause errors in reservoir delineation and lithologic interpretation, which can lead to costly mis-
management of enhanced oil recovery (EOR) and exploitation projects. Conventional seismic
processing practice aims to compensate for near-surface effects by applying static shifts to the
data; however, this method is only appropriate when the effects of the near-surface are purely
kinematic. This is only the case when the velocity anomalies occur at the surface and when
the wave propagation through the anomalous regions is nearly vertical. When near-surface
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structure causes focusing effects, the problem can be handled properly only by treating it as
a wave propagation phenomenon. The effect of near-surface velocity variations was investi-
gated by Kjartansson (1979), who showed that shallow absorption or velocity anomalies can
masquerade as bright spots, which are usually associated with gas-bearing zones. In his study
he found that the anomalies caused an AVO effect that cannot be explained by angle dependent
reflectivity but which adversely affects the stacking process of seismic imaging. Kjartansson
estimated the location of the anomalies, but did not determine any velocity variation associated
with them, and did not try to compensate for the effects of the anomalies in any way. Seismic
imaging algorithms are generally applied to data which is redatumed to a planar surface. In
regions of mild topography where the near surface velocity is much slower than the subsurface
velocity, a static shift is adequate for the transformation. However, when the necessary shift
increases in magnitude and when the near surface velocity is comparable to or higher than
the subsurface velocity, the static approximation becomes inadequate. Under these circum-
stances, a static shift distorts the wavefield and degrades the velocity analysis and imaging.
In this case it is necessary to numerically propagate the wavefield to some level datum. This
wave-equation datuming process may be used to downward continue the data through the near
surface or to “flood” the topography by filling it with a replacement velocity and upward con-
tinuing the data (Bevc, 1992; Payne and Marcoux, 1992; Bevc, 1993a). In either case, the
velocity for downward continuation or upward continuation must somehow be determined.
The near-surface velocity estimation scheme proposed here can be applied to determine an
appropriate near-surface velocity model. The data can then be redatumed using this velocity
and the distortions due to topography and near-surface velocity can be suppressed. The poten-
tial advantages of wave-equation redatuming of land data have been recognized for some time
(Wiggins, 1984; Shtivelman and Canning, 1988; Reshef, 1991) but it has not seen widespread
application because of the difficulty of determining the near-surface velocity to use in the da-
tuming algorithm. The problem has been a circular one because the velocity must be known
in order to do the datuming; however, using conventional processing techniques, the velocity
cannot be determined until after the datuming has been performed. Conventional near-surface
velocity determination methods, such as refraction analysis, often fail when topographic relief
is substantial because the propagation modes no longer fit the assumptions of the refraction
inversion algorithms (Bevc, 1991). The method I am developing is a way of performing a
nonlinear inversion for near-surface velocity structure. Since the goal of the method is to in-
vert only for the near-surface, it may be more realizable than methods which invert for the
entire geological model. In this paper, I use a simple synthetic model to examine how data
can be propagated through near-surface velocity perturbations in order to remove unwanted
distortions.

SYNTHETIC EXAMPLE

In SEP–79 a two-step method of estimating near-surface velocity is proposed (Bevc, 1993b;
Claerbout, 1993). First, a preliminary near-surface velocity distribution is estimated by per-
forming an inversion based on a simplified model of near-surface propagation. The output of
this step is an image which positions the anomalies in terms of depth and lateral position. In
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the second step, this image is input to a wavefield extrapolation inversion routine as a pre-
liminary velocity model. The first step localizes the objective function, putting it in a convex
region so the wavefield can then be iteratively propagated through the near surface model with
the second step until a solution is converged upon. To facilitate discussion, I will call this
method the Near-Surface Velocity Inversion (NSVI) algorithm. In this section, I will briefly
outline the method of generating the synthetic data used in this paper (For a more complete
discussion, see Bevc (1993b)). The model used for this example consists of two reflectors in
a constant velocity media and a near-surface velocity perturbation (Figure 1). The velocity
perturbation is a low-velocity zone bounded by two Gaussian shaped surfaces. A Kirchhoff
modeling program was used to generate a suite of synthetic shot gathers. If there were no
near-surface velocity perturbation, the shot gathers would exhibit normal hyperbolic moveout;
however, because of the low-velocity perturbation, the shot gathers in Figure 2 exhibit timing
and focusing effects. Because of the focusing effects, a static shift of the data is not adequate
to correct for the velocity perturbation. For different shot locations, the effect of the pertur-
bation is different. This observation suggests that there should be some way to localize the
anomaly by using the information from all the different shots and receivers. The first step of
NSVI is based on this observation. To perform the first step, trace power is calculated in a
time window around a given reflection event. The result of doing this for the simple synthetic
is displayed in Figure 3a. For a split-spread acquisition geometry a velocity anomaly gives
rise to an X-pattern. For deeper anomalies the legs of the X would be closer to the midpoint
axis. For shallower anomalies the legs of the X would be closer to the 45◦ lines representing
the shot and group axes (Kjartansson, 1979; Claerbout, 1993). Because the dip of the X pat-

Figure 1: Two horizontal reflectors at
depths of 0.8 km and 1.2 km are rep-
resented by solid lines. The medium
velocity is 2 km/s everywhere except
between the two dashed lines cen-
tered at a depth of 0.2 km where it is
1.5 km/s. dimitri1-model [ER]

tern in Figure 3a can be interpreted as a measure of depth, it is possible to image near-surface
velocity perturbations by performing dip-dependent line integrals (slant stacks) of the power
plots (Claerbout, 1993). The idea is that energy aligned along the midpoint axis is caused
by anomalies at depth, and energy aligned closer to the shot and geophone axes is caused by
shallow anomalies. The result of the slant stack inversion is presented in Figure 3b. The image
of the anomaly occurs directly below the center of the X and exhibits artifacts at the bottom of
the plot which are due to data truncation. This simple synthetic has only a few offsets, if more
offsets were taken into the inversion, the image resolution would improve and artifacts would
be reduced. The second step of the proposed NSVI method is to input the initial image from
the slant stack inversion into an iterative wavefield extrapolation program as a first guess of the



4 Bevc SEP–80

Figure 2: Three synthetic shot gathers with non-hyperbolic moveout caused by a near-surface
velocity perturbation. The effect of the velocity perturbation is to cause time shifts and fo-
cusing anomalies in the synthetic data. There is no energy near zero offset because these
synthetics simulate split-spread shot gathers with a recording gap.dimitri1-shot [CR]
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Figure 3: (a) The near-surface velocity anomaly gives rise to an X-pattern in the midpoint-
offset space trace-power plot. (b) The slant stack inversion image of the velocity perturbation
is the blob of energy directly below the surface in the center of the plot. The artifacts along the
lower edge of the image are due to data truncation and the limited number of available offsets.
dimitri1-tomo [ER]
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velocity structure. In Figure 4, I demonstrate how the distortions caused by the velocity per-
turbation can be removed by downward continuing the data through the exact velocity model.
In that figure, I have taken the data from Figure 2 and downward continued it through the exact
near-surface velocity model using a Kirchhoff datuming algorithm. The kinematic effects of
the velocity perturbation are removed, but some focusing effects remain. This may be par-
tially because the adjoint of the modeling process was used to downward continue the data,
not the inverse. This forms the basis of the proposed iterative wavefield inversion algorithm.
The wavefield will be iteratively propagated through the near-surface until a velocity model
which results in hyperbolic trajectories is converged upon. For more complicated geological
settings the objective function could optimize velocity analysis or prestack migration. After

Figure 4: Three synthetic shot gathers downward continued through the velocity perturbation
with the exact velocity model. The events now have hyperbolic trajectories and the amplitude
focusing effects of the velocity perturbation have been suppressed.dimitri1-syndn [CR]

the data are downward continued through the near-surface with the correct velocity, the kine-
matic and amplitude distortions are removed and AVO, velocity, or structural interpretation
can be successfully performed.
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FINITE-DIFFERENCE EXTRAPOLATION

In order to develop an iterative velocity inversion scheme, it is necessary to have a flexible way
of parameterizing the near-surface velocity model. In this section I show examples of using a
45◦ finite-difference wavefield extrapolation routine to downward continue the synthetic data
and perform layer replacement.

Layer Replacement

The velocity model used for the downward continuation is shown in Figure 5. The velocity
ranges from 1.5 km/s (black) to 2.0 km/s (white). The result of downward continuing the
synthetic shot gathers of Figure 2 through this model is shown in Figure 6. These results are
not as nice as the ones shown in Figure 4 because now I am not using the adjoint of the method
that was used to generate the synthetic for the downward continuation. Fewer offsets were
input to the finite-difference downward continuation, so the results in Figure 6 also suffer from
limited aperture. In Figure 7, the synthetics from Figure 6 have been upward continued with

Figure 5: Velocity model used for the
finite-difference downward continua-
tion. The velocity model used for
the Kirchhoff modeling is shown with
dashed lines. The finite-difference
velocity model corresponds to thirty
two depth steps. dimitri1-fdvelfig
[ER]

a constant replacement velocity. Most of the kinematic and some of the focusing distortions
have been removed from the shot gathers (comparing Figure 7 to Figure 2). The result is not
perfect, but given the limited data aperture and the parameterization of the velocity model, it
is encouraging.

FUTURE WORK

Although the preliminary version of the slant stack imaging code used in the synthetic data
example produced an image of the anomaly, more work is required to refine the algorithm,
eliminate artifacts, and increase resolution. The algorithm will be improved so that data are
extended off-end in order to minimize truncation effects (Claerbout, 1993). The bulk of the
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Figure 6: The synthetic data downward continued through the velocity model of Figure 5 by
finite-difference wavefield extrapolation.dimitri1-fddown [CR]
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Figure 7: Layer replacement performed by finite-difference upward continuation of the syn-
thetic data of Figure 6 with a constant velocity.dimitri1-fdrep [CR]
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remaining effort will concentrate on the development of the iterative wavefield inversion algo-
rithm. One of the first questions to address is what are the best criteria for forming a suitable
objective function? Some experimentation will be required to determine the best objective
function in terms of stability, convergence, and efficiency. The choice of extrapolation oper-
ator must also be determined. It might be worth evaluating Kirchhoff, finite-difference, and
phase-shift extrapolation operators. Researching these methods would be beneficial because it
may turn out that for long-term utility of the method, different extrapolations may be necessary
for different applications. The Kirchhoff method is probably most suited for irregular acquisi-
tion geometries and for three-dimensional applications. The choice of extrapolation operator
will determine how the velocity model will be parameterized and whether the derivatives used
in the optimization method will be calculated numerically or analytically. A gradient ascent
method will be implemented to optimize the image of the geological structure. Once an ob-
jective functionQ is formed, a model estimatêm will be used to form the gradient of the
objective function∇m̂Q. The proposed gradient ascent is illustrated by the following steps:

1. Given model estimatêm, form ∇m̂Q

2. Findα that maximizesQ(m̂ + α∇m̂Q)

3. Updatem̂ −→ m̂ = m̂ + α∇m̂Q

4. Convergence ? If no, go to 1. If yes, outputm̂.

This illustrates a steepest ascent algorithm, the actual stepping will be performed using a
non-linear conjugate gradient algorithm. Conjugate gradients are preferable to steepest ascent
because they converge to the solution in fewer iterations. Once the objective function is clearly
defined and the gradient stepping method is developed, the program will be tested for stability,
convergence, and uniqueness. This testing will determine if the slant stack inversion results
generated by the first step of NSVI are close enough to the problem’s global minima for the
optimization problem to be in a convex region and for it to converge rapidly. Even if the esti-
mated velocity model does not match the known model exactly, I will be able to determine if
the solution is an acceptable one in terms of matching the original data. Since the final objec-
tive of the method proposed here is to image the geology below the near surface, a nonunique
solution which matches the kinematics and amplitude effects of the near-surface sufficiently
well to improve the deeper image is a desired and acceptable solution.

DISCUSSION AND CONCLUSIONS

There are several issues that must be addressed in order to determine the feasibility of the
proposed NSVI method:

1. Choice of wavefield extrapolation algorithm:The type of extrapolation method (Kirch-
hoff, phase-shift, finite-difference) used for the iterative downward continuation step has
a bearing on how the velocity model is to be parameterized, how the objective function
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is to be formulated, and how the derivatives necessary to perform the steps of conjugate
gradient are to be calculated: numerically or analytically? In this paper I used finite-
difference, and it seems to be the best in terms of parameterizing the velocity model;
however, it requires that the derivatives necessary for the inversion algorithm be calcu-
lated numerically, and this could be costly.

2. Objective function: What is the best criteria for forming an objective function? What
is the best way to maximize semblance or stack power? The nature of the objective
function and the uniqueness of the solution are closely related with the next issue.

3. Global minima and stability: Does the slant stack inversion result in a starting model
which is close enough to the problem’s global minima so that the optimization problem
is in a convex region and so that it converges rapidly and stably?

4. Effectiveness of the estimated velocity in removing distortions from the recorded
seismic wavefield:Solutions to inverse problems are often nonunique (Menke, 1989);
however, as shown recently by Symes and Versteeg (1993), for the complete velocity
inversion problem, the solution may be an acceptable one in terms of matching the
original data. Since the final objective of the method proposed here is to image the
geology below the near surface, a nonunique solution which matches the kinematics
and amplitude effects of the near-surface sufficiently well to improve the deeper image
is a desired and acceptable solution.

REFERENCES

Bevc, D., 1991, Refractions statics in mountainous terrain: SEP–72, 177–180.

Bevc, D., 1992, Kirchhoff wave-equation datuming with irregular acquisition topography:
SEP–75, 137–156.

Bevc, D., 1993a, Data parallel wave equation datuming with irregular acquisition topography:
63rd Ann. Internat. Meeting, Soc. Expl. Geophys., Expanded Abstracts, 197–200.

Bevc, D., 1993b, Toward estimating near surface lateral velocity variations: Stanford Explo-
ration Project Report,79, 69–77.

Claerbout, J., 1993, Reflection tomography: Kjartansson revisited: Stanford Exploration
Project Report,79, 59–67.

Kjartansson, E., 1979, Attenuation of seismic waves in rocks and applications in energy ex-
ploration: Ph.D. thesis, Stanford University.

Menke, W., 1989, Geophysical data analysis: Discrete inverse theory: Academic Press, Inc.

Payne, B., and Marcoux, M., 1992, Rugged topography and S-R downward continuation:
62nd Ann. Internat. Mtg., Soc. Expl. Geophys., Expanded Abstracts, 1124–1126.



12 Bevc SEP–80

Reshef, M., 1991, Depth migration from irregular surfaces with depth extrapolation methods
(short note): Geophysics,56, no. 1, 119–122.

Shtivelman, V., and Canning, A., 1988, Datum correction by wave equation extrapolation:
Geophysics,53, no. 10, 1311–1322.

Symes, W., and Versteeg, R., 1993, Velocity model determination using differential semblance
optimization: 63nd Ann. Internat. Mtg., Soc. Expl. Geophys., Expanded Abstracts, 696–
699.

Wiggins, J. W., 1984, Kirchhoff integral extrapolation and migration of nonplanar data: Geo-
physics,49, no. 8, 1239–1248.


